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1.1. INTRODUCTION TO DISTRIBUTED SYSTEM

A distributed system is a collection of independent computers at networked 
locations such that they communicate and interact only through message passing 
that is viewed as a single system by its users.



● All the components of the distributed system interact so as to obtain a 
common goal. 

● A computer program running in distributed system is called distributed 
program.



APPLICATION OF DISTRIBUTED SYSTEM



Google's Search Engine: Google uses a distributed computing model to index and search 
the web. The company uses thousands of computers to process search queries and store the 
index of web pages. 



PARALLEL SYSTEM VS DISTRIBUTED SYSTEM

Each computer in a distributed system has its own memory i.e. distributed 
memory; but in parallel system, all processors have access to shared memory for 
information exchange.



EXAMPLE OF DISTRIBUTED SYSTEM

1. Internet-   largest collection of interconnected computer networks.

2. Mobile Networks-  network is distributed over land areas called cells.

3. Distributed Database System- data stored in multiple devices



TYPES OF DS



CHARACTERISTICS OF DISTRIBUTED SYSTEM

1. Resource Sharing

2. Heterogeneity

3. Independent Failure

4. Fault Tolerance

5. Scalability



ADVANTAGES OF DS

1. COST EFFECTIVE

2. LESSER DELAY

3. EASY SCALING

4. FLEXIBLE FUNCTIONALITY

5. FAULT TOLERANCE 



DISADVANTAGES OF DS
● It is very difficult to implement the distributed system making it more costlier than other systems.

● Security Risk

● Complex Strategy

● Overloading

● Network Error



DESIGN CHALLENGES OF DISTRIBUTED SYSTEM

Heterogeneity: Heterogeneity is applied to the network, computer hardware, 
operating system, and implementation of different developers.

Openness: The openness of the distributed system is determined primarily by the 
degree to which new resource-sharing services can be made available to the 
users. 

Scalability: The scalability of the system should remain efficient even with a 
significant increase in the number of users and resources connected. 



Security: The security of an information system has three components Confidentially, 
integrity, and availability. Encryption protects shared resources and keeps sensitive 
information secrets when transmitted.

Failure Handling: When some faults occur in hardware and the software program, it 
may produce incorrect results or they may stop before they have completed the intended 
computation so corrective measures should to implemented to handle this case. 

Concurrency: There is a possibility that several clients will attempt to access a shared 
resource at the same time. Multiple users make requests on the same resources, i.e. 
read, write, and update. Each resource must be safe in a concurrent environment.

Transparency: The user should be unaware of where the services are located and the 
transfer from a local machine to a remote one should be transparent.



DESIGN GOALS 

-Resource Sharing

-Openness

-Transparency

-Scalability



TYPES OF DISTRIBUTED SYSTEM



DISTRIBUTED COMPUTING SYSTEM

A distributed computing system is a network of multiple computers or nodes 
working together to achieve a common goal. 

This distributed system is used in performance computation which requires high 
computing.



Cluster Computing: A collection of connected computers that work together as 
a unit to perform operations together, functioning in a single system.

Clusters are generally connected quickly via local area networks & each node is 
running the same operating system.





FEATURES

Collection of similar workstations/PCs, closely connected by means of a 
high-speed LAN:

● Each node runs the same OS. 
● Homogeneous environment(computers using similar configurations and 

protocols 

● Can serve as a supercomputer
● Excellent for parallel programming

Examples: Linux-based Beowulf clusters, MOSIX (from Hebrew University).



ADVANTAGES

High Performance
Easy to manage
Scalable
Expandability

    Availability
Flexibility
Cost effectiveness 



DISADVANTAGES

High cost
The problem in finding the fault
More space is needed
Increased infrastructure needed



APPLICATION

● In many web applications functionalities such as Security, Search Engines, 
Database servers, web servers, proxy, and email.

● Assist and help to solve complex computational problems
● Cluster computing can be used in weather modeling
● Earthquake, Nuclear, Simulation, and tornado forecast



GRID COMPUTING

Grid Computing is a computing infrastructure that combines computer resources 
spread over different geographical locations to achieve a common goal

-use of widely distributed computer resources to reach a common goal.

-each system can belong to a different administrative domain and can differ 
greatly in terms of hardware, software, and implementation network technology.





ADVANTAGES

● Can solve bigger and more complex problems in a shorter time frame. 
● Easier collaboration with other organizations and better use of existing 

equipment
● Existing hardware is used to the fullest.
● Collaboration with organizations made easier



CLOUD COMPUTING

Cloud computing is the on-demand availability of computer system resources, 
especially data storage and computing power, without direct active management 
by the user. 

Location independence

Cost-effectiveness

Reliability



Scalability

Security

Examples: Amazon EC2 (Elastic Compute Cloud), Google App Engine, IBM 
Enterprise Data Center,  MS Windows Azure, SUN Cloud Computing. 



DISTRIBUTED INFORMATION SYSTEM

A set of information systems physically distributed over multiple sites, which are 
connected with some kind of communication network

Examples of distributed computing and information systems are : 

systems that automate the operations of commercial enterprises such as banking 
and financial transaction processing systems



DISTRIBUTED TRANSACTION PROCESSING

A transaction process system (TPS) is an information processing system for 
business transactions involving the collection, modification and retrieval of all 
transaction data. 

It works across different servers using multiple communication models. The four 
characteristics that transactions have:

Atomic

Consistent

Isolated

Durable





ENTERPRISE APPLICATION INTEGRATION

● Enterprise Application Integration is using IT-enabled systems to integrate 
business applications. 

● An example company might need to create or enable ERP integration in order 
to connect front-end applications to its back-end ERP system. 

● That’s where an enterprise application integration system comes in. 

https://www.cleo.com/blog/erp-system-integration


ADVANTAGE

● allows for a more flexible architecture (enterprises can add or subtract 
different business processes into their environment quickly)

●  multiple applications can re-use a single service.
● To ensure maximum efficiency



EXAMPLE 

In the example below, you can see how Cleo's EAI system connects external-facing 
applications like Amazon Vendor Portal, Shopify, and Magento, along with EDI 
trading partners like Walmart and Target, to the back-end ERP system, which is 
Acumatica. 

https://www.cleo.com/blog/edi-partner-onboarding
https://www.cleo.com/blog/edi-partner-onboarding




DISTRIBUTED PERVASIVE SYSTEM

Pervasive Computing is a step towards integrating everyday objects with 
microprocessors so that this information can communicate. 

 It refers to the presence of computers in common objects found all around us 
so that people are unaware of their presence. 



Home system: Nowadays many devices used in the home are digital so we 
can control them from anywhere and effectively.

Electronic health system: Nowadays smart medical wearable devices are 
also present through which we can monitor our health regularly.

Sensor network (IoT devices): Internet devices only send data to the client to 
act according to the data send to the device.











TRANSPARENCY

A transparency is some aspect of the distributed system that is hidden from the 
user (programmer, system developer, user or application program). 



WHY TRANSPARENCY IS REQUIRED ?

1. Location transparency enables resources to be accessed without knowledge 
of their physical or network location (for example, which building or IP 
address). 

2. Concurrency transparency enables several processes to operate concurrently 
using shared resources without interference between them.

3. Replication Transparency – In distributed systems to achieve fault tolerance, 
replicas of resources are maintained. The Replication transparency ensures 
that users cannot tell how many copies exist.


